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ABSTRACT: The influence of the ratio between poor and good solvent on
the stability and dynamics of supramolecular polymers is studied via a
combination of experiments and simulations. Step-wise addition of good
solvent to supramolecular polymers assembled via a cooperative (nucleated)
growth mechanism results in complete disassembly at a critical good/poor
solvent ratio. In contrast, gradual disassembly profiles upon addition of good
solvent are observed for isodesmic (non-nucleated) systems. Due to the
weak association of good solvent molecules to monomers, the solvent-
dependent aggregate stability can be described by a linear free-energy
relationship. With respect to dynamics, the depolymerization of π-
conjugated oligo(p-phenylene vinylene) (OPV) assemblies in methylcyclo-
hexane (MCH) upon addition of chloroform as a good solvent is shown to proceed with a minimum rate around a critical
chloroform/MCH solvent ratio. This minimum disassembly rate bears an intriguing resemblance to phenomena observed in
protein unfolding, where minimum rates are observed at the thermodynamic midpoint of a protein denaturation experiment. A
kinetic nucleation−elongation model in which the rate constants explicitly depend on the good solvent fraction is developed to
rationalize the kinetic traces and further extend the insights by simulation. It is shown that cooperativity, i.e., the nucleation of
new aggregates, plays a key role in the minimum polymerization and depolymerization rate at the critical solvent composition.
Importantly, this shows that the mixing protocol by which one-dimensional aggregates are prepared via solution-based processing
using good/poor solvent mixtures is of major influence on self-assembly dynamics.

1. INTRODUCTION

Self-assembly of small molecules offers a practical approach to
build molecular nanostructures.1 Self-assembled one-dimen-
sional2 nanomaterials consisting of organic molecules are
particularly attractive with applications ranging from nano-
electronics3 to biomaterials4 designed for cell scaffolding.5 To
control the supramolecular organization of self-assembled
materials, a prerequisite for the optimal performance, an in-
depth understanding of the processing methodology is of utmost
importance. Often, processing starts from a good solvent in
which the building blocks are molecularly dissolved. Sub-
sequently, self-assembly is induced by transfer of the molecules
to a poor solvent which induces aggregation.6 As a consequence,
the selected solvent conditions play a key role in the self-
assembly process: the stability of the aggregated structures7 and
even the morphology6b,8 can be controlled by tuning the ratio
between good and poor solvent.
Recently, it is shown that the formation of self-assembled

structures can be affected by metastable, off-pathway aggregates
that compete with the thermodynamically stable state for free
monomers and thereby exert their influence on the rate of the
overall assembly process.9 These insights emphasize the
importance of control over assembly pathways, both in terms
of stability as well as dynamics. For this reason, different
processing methodologies are applied in self-assembly processes

that are induced by a transfer from good to poor solvent, varying
from fast dispersion to (slow) vapor diffusion.6a However,
although a start has been made to control the subtleties in self-
assembly processes by tuning the solvent conditions, more
detailed insight is needed to arrive at optimized nanoscopically
ordered materials.
The role of solvent in the control over noncovalent

interactions has been studied for decades in protein folding.10

It is for example well-known that proteins can unfoldor
denaturateby the addition of urea. The denaturation process in
case of simple peptides is often described as a two-state
equilibrium between a folded (F) and an unfolded (U) state. Due
to the linear dependence of the Gibbs free energy of folding on
the denaturant concentration, addition of a denaturant results in
a gradual destabilization of the folded state.11 Remarkably, the
unfolding as well as the folding processes have a minimum rate at
the denaturant concentration corresponding to the thermody-
namic midpoint of the denaturation curve, which results in
characteristic “chevron plots”.12 This phenomenon can be
rationalized by assuming that the rate constant of folding
decreases upon adding denaturant, whereas the rate constant of
unfolding increases with denaturant. Consequently, the overall
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observed relaxation rate shows a V-shaped dependence on the
denaturant concentration, with a minimum at the midpoint of
the denaturation equilibrium curve.
The insights developed in the field of protein folding

prompted us to investigate how the influence of solvent

conditions on supramolecular polymerization can be rational-
ized, both in terms of stability (thermodynamics) and dynamics
(kinetics). In the first part of this paper a clear relation is shown
between the assembly mechanism and the stability of the
aggregates upon addition of good solvent. Supramolecular

Chart 1. Molecular Structures of Self-Assembling Moieties 1−4

Figure 1. Disassembly of supramolecular polymers induced by increasing the ratio of good solvent chloroform starting from poor solvent MCH. The
denaturation curves of both cooperative (nucleated) supramolecular polymers (a, 1 and 2) as well as isodesmic (non-nucleated) supramolecular
polymers (b, 3 and 4) are fitted with the equilibriummodel which includes a Gibbs free energy of monomer association that is linearly dependent on the
chloroform volume fraction (20 °C; 1, 24 μM; 2, 19 μM; 3, 14 μM; 4, 146 μM). The critical chloroform volume fraction at which the supramolecular
polymer of 1 is fully disassembled is found to increase with concentration (c, 20 °C) and decrease with temperature (d, 12 μM), in agreement with the
equilibrium model.

Journal of the American Chemical Society Article

dx.doi.org/10.1021/ja305512g | J. Am. Chem. Soc. 2012, 134, 13482−1349113483



polymers assembled via a cooperative (nucleated) growth
mechanism are demonstrated to disassemble completely at a
critical good/poor solvent ratio. In the second part, we show that
the disassembly of a π-conjugated nanofiber based on an oligo(p-
phenylene vinylene) (OPV) proceeds with the slowest dynamics
close to this critical solvent composition. This phenomenon
bears an intriguing resemblance to denaturant-dependent rate
effects observed in protein unfolding. In the third part, we show
and rationalize how the mixing protocol influences the
development of the self-assembled system in time after addition
of good solvent. Finally, a qualitative dynamic model is
developed to describe the polymerization and depolymerization
process by sequential monomer addition and dissociation. The
theoretical model qualitatively captures the essential exper-
imental results and furthermore enables us to expand the insights
by simulations.

2. RESULTS AND DISCUSSION

2.1. Thermodynamic Relation between Solvent Com-
position and Stability of Self-Assembled Structures. The
assembly of R-chiral oligo(p-phenylene vinylene)-ureidotria-
zine13 (OPV) 1, S-chiral benzene-1,3,5-trithioamide14 2, R-chiral
3,3′-diamino-2,2′-bipyridine C3-discotic

15 3, and perylene
tetracarboxylic acid bisimide16 4 (Chart 1) are probed with
circular dichroism (CD, 1−3) and UV−vis spectroscopy (4),
respectively. These monomers self-assemble in methylcylohex-
ane (MCH), whereas their molecularly dissolved states can be
obtained in pure chloroform. In analogy to protein denaturation
studies, the self-assembly is studied in different solvent mixtures
of poor (MCH) and good (chloroform) solvent (Figure S1,
Supporting Information). Since each of these moieties displays a
clear transition in CD and/or UV−vis upon aggregation, the
degree of aggregation can be deduced from the normalized
changes in CD or UV−vis under equilibrium conditions. The
degree of aggregation vs chloroform volume fraction ( f) reveals a
critical solvent composition for the self-assembly of 1 and 2,
whereas a gradual “denaturation” curve is observed for 3 and 4
(Figure 1a,b). The occurrence of a critical solvent composition
holds a similarity with the critical temperature of aggregation,
typically attributed to a nucleation phenomenon involved in the
aggregation process.17 Indeed, temperature-dependent studies
reveal a cooperative aggregation mechanism for 1 and 2, whereas
isodesmic growth is observed for 3 and 4 (Figure S2, Supporting
Information).16,18,19 For 1, the degree of aggregation vs f is
determined at different temperatures and concentrations (Figure
1c,d). The critical chloroform volume fraction ( fcrit) increases
with concentration and decreases with temperature.
To further rationalize the effect of solvent composition on the

self-assembly, we analyze the data by expanding the general
nucleation−elongation model as first analyzed by Goldstein and
Stryer (Supporting Information).20 In this equilibrium model,
the assembly process is described as a sequence of monomer
addition equilibria with equilibrium constant Ke. In the case of
cooperative growth, the monomer addition steps in the
nucleation regime (up to nucleus size n) are described by
equilibrium constant Kn, with cooperativity parameter σ = Kn/Ke
< 1. The equilibrium constant Ke is defined via Ke = exp(−ΔG0′/
RT), withΔG0′ being the Gibbs free energy gain upon monomer
addition, R the gas constant, and T the temperature. In an
analogy with protein denaturation models, the Gibbs free energy
is assumed to be linearly dependent on the volume fraction of
chloroform:

Δ ′ = Δ + ·G G m f0 0
(1)

whereΔG0 represents the Gibbs free energy gain uponmonomer
addition in pure MCH and the dependence of ΔG0′ on f is
described by the m-value. The cooperativity parameter σ is
assumed to be independent of f (i.e., the m-value involved in the
nucleation Gibbs free energy equals the m-value involved in
further growth).
Simulations with the equilibriummodel reveal a critical solvent

composition below which cooperative growth of a supra-
molecular polymer (σ < 1) occurs, whereas a gradual
denaturation curve is obtained in case of an isodesmic growth
mechanism (σ = 1). Furthermore, the position of the critical
solvent composition is found to increase with the stability of the
aggregate in pure MCH (proportional to the free energy release
upon monomer addition, −ΔG0) and with the total monomer
concentration, as is also observed experimentally (Figure S3,
Supporting Information).
Curve fitting by applying a global nonlinear least-squares

procedure using the equilibrium model gives a very good
description of the data for both supramolecular polymers
growing via a cooperative (1 and 2) as well as an isodesmic (3
and 4) mechanism (Figure 1a,b). As shown in Table 1 and the

Supporting Information, multiple curve fitting of denaturation
curves acquired at different concentrations of 1 allows an
accurate and uncorrelated determination of the parameters, the
obtained values of ΔG0 and σ are in good agreement with
temperature-dependent analysis. As in the curve fitting
procedure multiple denaturation curves obtained at different
total concentrations of 1 are used, it can be concluded that them-
value that describes the decrease in stability of the aggregated
state is independent of the total monomer concentration (Figure
1c).
In protein denaturation studies, a linear decrease of the Gibbs

free energy of folding upon addition of denaturant is rationalized
by the weak association of many denaturant molecules to the
polyamide backbone which competes with the hydrogen-bond
formation involved in the protein folding itself.21 As a
consequence of the manifold of weak interactions of the
denaturant molecules to one amide group, the resulting stability
of the folded state can be described via a linear Gibbs free energy
relation rather than taking into account all the denaturant
association equilibria. Interestingly, detailed investigations by
Moore and co-workers revealed a similar phenomenon in the
folding of synthetic foldamers, in which the weak association of
chloroform to the π-conjugated units of a foldamer results in a
linear relation between Gibbs free energy of folding and
chloroform concentration.22 Our results show that this behavior
is not limited to the intramolecular folding of proteins or
synthetic foldamers but is more general and can also be observed
in supramolecular systems with molecular components assem-
bling via intermolecular association.
Traditionally, self-assembly mechanisms are often identified

via concentration- or temperature-dependent studies.17a How-
ever, the concentration-dependent transition from the mono-
meric to the fully aggregated state typically covers three

Table 1. Results of Multiple Curve Fitting of Denaturation
Curves of 1 with the Equilibrium Model

ΔG0 (kJ/mol) m (kJ/mol) σ

−39.9 ± 0.4 109 ± 3 0.25 ± 0.04
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(cooperative) to four (isodesmic) orders of magnitude in
concentration.17 Such an extended concentration window often
exceeds the limits of an experimental technique. Furthermore,
temperature-dependent studies can be hampered by solubility,
stability, or lower critical solution temperature (LCST) issues as
well. Our denaturation studies on 1 and 2 show that cooperative
supramolecular polymerizations display a critical solvent
composition: an easily recognizable characteristic to distinguish
between cooperative and isodesmic growth. Hence, denaturation
studies provide the chemist with an alternative methodology to
unravel self-assembly pathways involved in systems that cannot
be studied by concentration- or temperature-dependent studies.
Moreover, the influence of solvent composition on the stability
of a supramolecular polymer plays an important role in the
dynamics of cooperative systems, as shown in the next part of this
paper.
2.2. Kinetic Studies on Depolymerization by Cosolvent

Addition. The depolymerization kinetics of 1 are studied by
manually mixing a solution of molecularly dissolved OPV in
chloroform (12 μM) with a solution of OPV assemblies in MCH
(12 μM) in different ratios. The chloroform-induced disappear-
ance of the helical OPV assemblies in time is followed by probing
the CD effect at 466 nm (Figure 2a). Intriguingly, the rate,
characterized by the time at which 90% of the conversion toward
the equilibrium state is obtained (t-90), shows a minimum close
to the critical chloroform volume fraction, as obtained from the
equilibrium denaturation curves (i.e., fcrit, Figure 2c). In a similar

experiment performed at a higher total concentration of 1 (24
μM), the chloroform volume fraction at which the slowest
depolymerization is observed again coincides with the critical
chloroform volume fraction obtained from the thermodynamic
denaturation curve, albeit its value is higher (Figure 2b,c).

2.3. Influence of Mixing Protocol on Self-Assembly
Kinetics. To further investigate the depolymerization kinetics,
we perform a manual mixing experiment at a higher total
concentration of 1 (63 μM, Figure 3a). Again, the depolymeriza-
tion kinetics are slowest at the critical chloroform volume
fraction. However, depolymerization experiments with chloro-
form volume fractions below 12% show an increasing CD
intensity in time. Apparently, directly after mixing of the MCH
and chloroform solutions, an overshoot in the depolymerization
occurs, and subsequently the system reassembles back to the
equilibrium state.
The depolymerization overshoot can be rationalized by the

influence of inefficient mixing in the initial stages of the
experiment. Imagine a mixing experiment that aims for a
homogeneous mixture of 7.5 v/v% chloroform in MCH (Figure
3b). The experiment is performed such that halfway in themixing
procedure, the upper half of the cuvette contains 15 v/v%
chloroform, whereas the lower half contains 0 v/v% chloroform.
Since the chloroform volume fraction in the top part exceeds fcrit
(12.5 v/v%), aggregated material in the upper half of the cuvette
depolymerizes quickly, whereas no depolymerization takes place
in the lower half of the cuvette. Further mixing results in a

Figure 2. The depolymerization of OPV in MCH induced by addition of OPV in chloroform is followed in molar ellipticity (Δε) vs time for different
chloroform volume fractions. The experiments are performed at an OPV concentration of (a) 12 and (b) 24 μM at 20 °C. (c) The normalized degree of
aggregation vs chloroform volume fraction is derived from the steady-state CD intensities in the kinetic experiments. For both concentrations, the time
at which 90% of the conversion toward the equilibrium state is obtained (t-90) vs chloroform volume fraction shows a maximum close to the critical
chloroform volume fraction at which just enough chloroform is added to induce full disassembly.

Figure 3. (a) Depolymerization kinetics of OPV in MCH, induced by addition of OPV in chloroform at high concentration (63 μM, 20 °C). (b) The
depolymerization overshoot can be rationalized by inefficient mixing in the initial stages of the depolymerization experiment. To illustrate this, we
consider the mixing of OPV in MCH with OPV in chloroform, aiming for f = 0.075 (i). Due to insufficient mixing however, initially in the upper half of
the cuvette f equals 0.15 (ii-a), whereas in the lower half of the cuvette f equals 0 (ii-b). As a consequence, rapid depolymerization is obtained in ii-a,
whereas no depolymerization takes place in ii-b. Subsequently, further mixing results in a homogeneous mixture (iii, f = 0.075), with an average degree of
aggregation on the red dashed line. However, the equilibrium average degree of aggregation at f = 0.075 (0.90) is larger than the degree of aggregation
obtained after mixing (0.50), resulting in reassembly.
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homogeneous system with 7.5 v/v% chloroform and containing
50% of the assemblies present in the MCH solution before the
addition of the chloroform solution (i.e., the average of complete
depolymerization in one-half of the cuvette and no depolyme-
rization in the other half). As a result, after complete mixing, the
degree of aggregation equals 50% of the degree of aggregation in
pure MCH (0.5). However, the degree of aggregation under
equilibrium conditions at f = 0.075 equals 0.9, resulting in a
reassembly in time.23

Although in reality the experiment does not occur via a two
step mixing protocol, this thought experiment clearly demon-
strates the influence of the mixing efficiency on the
depolymerization dynamics of supramolecular polymers. Gratify-
ing, no overshoot in the depolymerization kinetics is observed
when the depolymerization experiments are performed in a
stopped-flow setup that enables very fast and efficient mixing
using a Berger ball mixer. The stopped-flow experiments, at 12
and 51 μM, result in the slowest depolymerization rates close to
the critical chloroform volume fraction obtained from the
thermodynamic denaturation curves, in agreement with experi-
ments performed using manual mixing at lower concentrations
(Figures S8 and S9, Supporting Information).
2.4. Unraveling and Simulating the Influence of

Solvent Composition on Supramolecular Polymerization
Dynamics via a Kinetic Model. The minimum rate

encountered in the depolymerization of OPV assemblies close
to fcrit holds an intriguing resemblance to protein unfolding
dynamics, where a minimum rate is observed at the
thermodynamic midpoint of the denaturation curve. In protein
unfolding, this phenomenon is rationalized by explicitly taking
into account the effect of the denaturant concentration
[denaturant] on the rate constants of folding (kF) and unfolding
(kU) using the relation log(kF) = log(kF

0)−mF·[denaturant] and
log(kU) = log(kU

0) + mU·[denaturant], with kU
0 and kF

0 the rate
constants in pure water.12 In analogy, we extend our previously
introduced cooperative supramolecular polymerization kinetic
model9,24 to allow for solvent-dependent rate constants. In this
model, prenucleus oligomers (aggregates below the critical
nucleus size n) and helical aggregates change size through
monomer association and dissociation (Figure 4a). Monomer
association to both prenucleus oligomers and helical aggregates is
described with forward rate constant a. Monomer dissociation
from prenucleus oligomers and helical aggregates is described
with backward rate constants b and c, respectively. Under
equilibrium conditions, the system can be described by
nucleation and elongation equilibrium constants Kn = a/b and
Ke = a/c. The solvent dependency of the forward and backward
rate constants a and c is defined via

= − ·a a m flog( ) log( )0
a (2)

Figure 4. (a) Kinetic nucleation−elongation model to simulate depolymerization of OPV assemblies, in which the hydrogen-bondedOPV dimer (X1) is
considered as the monomer. (b) Schematic representation of followed approach to simulate depolymerization kinetics: (1) The equilibrium distribution
of all species with different stack lengths (i = 1, 2, etc.) in pure MCH is calculated via the equilibriummodel, using Kn

0 and Ke
0. (2) Newmonomers that

originate from the chloroform phase are added to the monomers present in the MCH solution, and the resulting monomer concentration as well as the
concentrations of all aggregate species are corrected for dilution due to mixing of the MCH and chloroform phases. (3) Using these concentrations as
start conditions, the subsequent depolymerization kinetics are simulated using the rate constants a, b, and c with values in accordance with the
chloroform/MCH ratio. (c) Relation between rate constants a, b, and c and chloroform volume fraction in MCH (based on eqs 2−4, a0 = 6 × 104

M−1s−1, c0 = 1.71 × 10−2 s−1, ma = 7, mc = 7, σ = 0.16). (d) Simulated depolymerization kinetics with increasing amounts of chloroform (OPV dimer
concentration 12 μM, n = 5). (e) The time at which 90% of the conversion toward the equilibrium state is obtained (t-90) shows a minimum rate close to
the critical chloroform volume fraction.
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= + ·c c m flog( ) log( )0
c (3)

respectively, with a0 and c0 the rate constants in pure MCH. Rate
constant b is defined via

σ=b c/ (4)

with cooperativity parameter σ. Equilibrium constants of
nucleation Kn

0 and elongation Ke
0 in pure MCH are defined

via Ke
0 = a0/c0 and Kn

0 = σ·Ke
0. Again, σ is assumed to be

independent of f.
To simulate the depolymerization kinetics induced by the

addition of OPV in chloroform to the solution of OPV
assemblies in MCH, first the concentrations of all oligomers
and helical aggregates in pure MCH are calculated via the
equilibrium model using realistic values of Kn

0 and Ke
0 (Figure

4b). Subsequently, starting concentrations for the dynamic
simulations are obtained by addition of fresh monomers to the
monomer pool in MCH and correcting the resulting monomer
concentration as well as the concentrations of all aggregate
species for dilution due to mixing of the MCH and chloroform
phases. Thereafter, the depolymerization kinetics at the
respective chloroform/MCH ratio are simulated using these
start concentrations together with the rate constants a, b, and c,
defined via eqs 2−4 (Figure 4c). The value of the forward rate
constant a0 (i.e., in pure MCH) was chosen close to the value
found in previous kinetic studies on OPV self-assembly.9 The
values of the backward rate constant c0 (which equals a0/Ke

0),ma,
mc, and σ were chosen so as to match the experimental melting
and denaturation curves obtained under thermodynamic control.
Indeed, simulations of the depolymerization dynamics per-

formed at different chloroform volume fractions reveal a
minimum depolymerization rate around fcrit, as is observed
experimentally (Figure 4d,e). However, the simulated maximum
values of t-90 at both OPV concentrations are approximately 2
orders of magnitude larger than the experimentally observed
values. This difference can be explained by the fact that the
kinetic model describes depolymerization of aggregates by
monomer addition and dissociation reactions and does not
consider fragmentation of aggregates into two oligomers.
Involvement of these fragmentation reactions would result in
much faster depolymerization kinetics and hence lower values of
t-90. Hence, the qualitative kinetic model presented here
correctly predicts a minimum depolymerization rate at the
critical chloroform volume fraction, however, does not capture
the full complexity of the depolymerization kinetics because
fragmentation of one-dimensional aggregates is not taken into
account. It should be mentioned that involvement of oligomer
reactions or fragmentation in the depolymerization process has
no influence on the thermodynamic analysis. Even though the
equilibrium model describes the polymerization by sequentially
monomer association and dissociation, also oligomer reactions
and fragmentation are implicitly taken into account due to the
principle of detailed balance.
The resemblance between the minimum protein (un)folding

rate at the midpoint of the denaturation curve and the minimum
disassembly rate at fcrit is remarkable, because of the differences in
noncovalent interactions involved (dipolar vs hydrogen
bonding), reaction order (intermolecular vs intramolecular),
and solvent conditions (nonaqueous vs aqueous). To further
analyze this phenomenon, we assess the influence of the

Figure 5. (a) Degree of aggregation vs chloroform volume fraction calculated under equilibrium conditions (Ke
0 = 3.5 × 106 M−1, OPV dimer

concentration = 12 μM, m = 7.9 × 104 J/mol, n = 5, σ = 0.16). (b) For different points on the denaturation curve, the equilibrium distribution
(concentration vs chain length) is calculated via the equilibriummodel. (c) Schematic representation of development of supramolecular polymer in time
after mixing the MCH and chloroform phase: both the long stacks as well as the new monomers re-equilibrate toward the new equilibrium state via
depolymerization and nucleation of new stacks, respectively.

Journal of the American Chemical Society Article

dx.doi.org/10.1021/ja305512g | J. Am. Chem. Soc. 2012, 134, 13482−1349113487



cooperativity in the growth of the aggregates by simulations with
the kinetic model. Interestingly, if cooperative effects are
diminished (σ → 1), the minimum depolymerization rate
appears at lower values of f, and in case of isodesmic growth (σ =
1), the rate continuously increases with f. This demonstrates that
cooperativity is a key parameter in observing the chevron-type
depolymerization kinetics (Figure S12, Supporting Informa-
tion).25

The minimum disassembly rate of a cooperative supra-
molecular polymer observed around the critical chloroform
volume fraction can be rationalized by the influence of solvent
composition on the length distribution. Upon increasing the
fraction of good solvent ( f), the equilibrium concentration of
long stacks decreases, whereas the concentration of short stacks,
(prenucleus) oligomers and monomers increases (Figure 5,
Figure S13, Supporting Information). As a consequence,
addition of free monomers in chloroform to a solution of long
stacks in pure MCH results in two effects which occur
simultaneously: (1) depolymerization of long aggregates to
their new (shorter) equilibrium length as a consequence of the
increased chloroform/MCH ratio; and (2) assembly of new
monomers, either originating from the chloroform phase or from
depolymerization of long stacks, into new oligomers and short
aggregates. The first effect becomes stronger upon increasing f,
either as a result of an increasing backward rate constant c or due
to the decreasing forward rate constant a, both hampering
elongation of long stacks. However, the same influence of
chloroform on the rate constants deactivates the second effect,
thereby slowing down the formation of new oligomers and short
aggregates upon increasing f. Since the concentration of short
aggregates and oligomers is negligible beyond fcrit, the first effect
dominates the depolymerization rate in the regime f > fcrit,
resulting in a rate that increases with the fraction of good solvent
in this regime. However, in the regime f < fcrit, the monomers
resulting from the depolymerization of long stacks aggregate into
new short stacks (Figure S13, Supporting Information). This
formation of short aggregates is slowed down upon increasing
the chloroform volume fraction, both due to the decreasing
forward rate constant a as well as the increasing backward rate
constants b (nucleation) and c (elongation). For a cooperative
supramolecular polymerization in which a nucleation step is
involved in the formation of new aggregates, this results in a
minimum equilibration rate at the critical chloroform volume
fraction.
Next, the influence of solvent composition on the aggregation

kinetics is investigated by simulating the build-up of aggregates

starting from a solution of free monomers. Again, an important
influence of nucleation is encountered (Figure S15, Supporting
Information). Only for small values of σ, a minimum aggregation
rate is observed at fcrit (Figure 6). In analogy to the influence of
nucleation on the equilibration of OPV assemblies upon addition
of chloroform, this phenomenon can be rationalized by the fact
that for polymerization kinetics the rate of equilibration is
determined by (1) the amount of material that is aggregated
under equilibrium conditions and (2) the formation rate of new
aggregates. Both the amount of material that aggregates under
equilibrium conditions as well as the formation rate decrease with
f. In case of cooperative growth, the nucleation of new aggregates,
which is hampered upon increasing f, dominates the process. As a
result, the simulated polymerization rate for cooperative systems
decreases up to fcrit.
To further extend the insights from the kinetic model, we

perform simulations on the aggregation kinetics in which the
dependence of the forward and backward rate constants on the
solvent composition is varied. In general, the thermodynamic
stability of the assemblies as a function of chloroform volume
fraction, f, is determined by the value ofm in eq 1, withm > 0. On
the other hand, the stability of the assemblies can be represented
by the equilibrium constant of elongation Ke = a/c, in which the
dependence of rate constants a and c on f is determined via ma
and mc, respectively (eqs 2 and 3). Combining these two
relations, it can be derived that Ke decreases with f if ma + mc >
0.26 Hence, depolymerization upon addition of chloroform
occurs when both rate constants increase with f, when both rate
constants decrease with f and all possibilities in between, as long
as the requirement ma + mc > 0 is met (Figure 7). The kinetic
polymerization simulations show that if rate constants a and c are
both decreasing functions with respect to f, a minimum
polymerization rate is obtained at fcrit as a result of the decreasing
rate of monomer association. If rate constant a decreases with
respect to f and rate constant c increases is with f, also the
increasing rate of monomer dissociation slows down the
polymerization toward fcrit. However, if rate constant a increases
with f, an interesting dependence of t-90 on solvent composition
can be observed. Initially, the polymerization rate increases with
f, and subsequently slows down toward fcrit. Apparently, for low
values of f the increasing a dominates the polymerization rate,
whereas close to fcrit the increasing c is dominant and slows down
the polymerization. In analogy to this behavior, comparable
results are obtained in simulations on depolymerization kinetics
(Figure S16, Supporting Information). This indicates that,
independent of the actual influence of solvent composition on

Figure 6. (a) The aggregation kinetics are simulated via the kinetic nucleation−elongation model, starting from only free monomers in different
chloroform/MCH ratios (OPV dimer concentration 12 μM). In agreement with the depolymerization simulations, the rate constants depend on the
chloroform volume fraction as described in eqs 2−4. (b) The time at which 90% of the conversion toward the equilibrium state is obtained (t-90) shows
a minimum polymerization rate around the critical chloroform volume fraction (a0 = 6× 104M−1s−1, c0 = 1.71× 10−2 s−1,ma = 7,mc = 7, σ = 0.16, n = 5).
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the forward and backward rate constants, addition of
destabilizing cosolvent results in a slowing down of the rate of
both assembly as well as disassembly close to the critical solvent
composition.

3. CONCLUSIONS
The present study shows the influence of solvent conditions on
the stability and dynamics of a supramolecular polymer. In
analogy to protein denaturation models and studies on the
unfolding of synthetic foldamers, addition of a cosolvent that
weakly associates with the monomer (thereby acting as a “good”
solvent) results in a linear decrease of the Gibbs free energy for
monomer addition. The resulting depolymerization process
reveals a critical solvent composition for supramolecular
polymers that assemble via a cooperative mechanism, whereas
a gradual disassembly profile is observed for supramolecular
polymers that grow via an isodesmic mechanism.
The depolymerization experiments reveal a minimum rate of

OPV disassembly close to the critical volume fraction of the good
solvent. Because of the solvent-dependent dynamics, the mixing
protocol applied to induce depolymerization is shown to have
important consequences for the time-dependent development of
the supramolecular polymers. Insufficient mixing can initially
result in a (fast) depolymerization in one part of the solution,
whereas in the final obtained homogeneous solution supra-
molecular polymerization is again initiated. The time scale of its
assembly9 and disassembly, which is in the order of 5−30 min,
makes OPV an ideal model system to study supramolecular
polymerization mechanisms in detail. Analysis of the dynamics of
the other systems studied in this work, 2−4, have shown that it is
too fast for reliable studies on the assembly and disassembly

kinetics, meaning that their assembly can only be studied under
equilibrium conditions. However, the experimental results on
OPV disassembly provide us general insights, as evidenced by the
kinetic model developed in this paper. By taking into account the
influence of solvent on the rate constants, the model captures the
experimentally observed behavior and predicts a minimum
disassembly rate at the critical solvent composition as well. By
simulating the solvent-dependent kinetics using this model, we
trace the origin of the slowest dynamics (both in polymerization
and depolymerization) at the critical good/poor solvent ratio
observed in cooperative systems back to the nucleation of new
assemblies.
The observed relations between solvent composition and

time-dependent development of a self-assembled system are
envisioned to have important consequences for the formation of
functional supramolecular systems. Previously it has been shown
that the development of one-dimensional self-assemblies can be
performed via a fast process by rapid dispersion of molecules into
a poor solvent. However, if the association is too strong (e.g., due
to strong interactions between the side chains), this method-
ology produces large agglomerates that precipitate.6a To slow
down the assembly process, the mixing of good and poor solvent
can be retarded via phase transfer6a,27 (using a nonmiscible
combination of good and poor solvent) or vapor diffusion.28

However, the current study shows that the self-assembly rate can
be further controlled by the ratio between good and poor solvent
as well. This finding expands the toolbox to control the formation
of one-dimensional nanomaterials across multiple length and
time scales.
Moreover, in the stepwise assembly of multicomponent

structures, a critical aspect that needs to be achieved is the
exclusive growth of a newmolecular building block on previously
formed assemblies without nucleation of the new material. The
most convenient way to achieve this is by addition of a new
component in a good solvent to a solution containing aggregates
in such a way that the new component cannot form new nuclei de
novo. However, unless the assemblies formed in previous steps
are locked by covalent fixation,29 extremely strong noncovalent
interactions, such as metal-ion binding30 or crystallization,31 the
addition of a good solvent affects their stability as well. These
factors complicate the design of multistep noncovalent
syntheses. For example, the highly nonlinear relation between
dynamics and solvent composition can, in case of an
inhomogeneous addition of good solvent, result in a disassembly
overshoot of the initially formed architectures. Only by
understanding the influence of good and poor solvents on the
thermodynamics and kinetics of self-assembly processes,
optimized noncovalent synthetic strategies can be developed
which will pave the way toward functional multicomponent
supramolecular systems.

4. EXPERIMENTAL AND COMPUTATIONAL SECTION
The syntheses and molecular characterizations of molecules 1−4 are
described or will be described elsewhere.13−16 The denaturation
experiments are performed by adding solutions of the monomer in
chloroform (good solvent) in different amounts to solutions of the
aggregates in MCH. The disassembly is probed by CD (1, 466 nm; 2,
316 nm; 3, 286 nm) or UV−vis (4, at maximum intensity ranging from
518−528 nm) spectroscopy under equilibrium conditions verified by
time-dependent experiments. Data are analyzed via a global nonlinear
least-squares curve-fitting method using the equilibrium model with
Gibbs free energy of monomer association linearly dependent on the
chloroform volume fraction. In the global optimization routine, a local
optimization solver (Matlab, lsqnonlin solver) is supplied with a range of

Figure 7. Aggregation kinetics simulated with the kinetic nucleation−
elongation model show that if the slope of backward rate constant c as a
function of f is less negative compared to the slope of forward rate
constant a (ma + mc > 0), the minimum polymerization rate is obtained
close to the critical solvent composition. The left pane shows the
dependence of t-90 on f for the different relations between rate constants
and solvent composition that are shown in the right pane. From top to
bottom:ma =−3,mc = 17;ma = 0,mc = 14;ma = 7,mc = 7;ma = 14,mc =
0; ma = 17, mc = −3; rate constants are based on eqs 2−4, a0 = 6 × 104

M−1s−1, c0 = 1.71 × 10−2 s−1, σ = 0.16, n = 5, OPV dimer concentration
12 μM.
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initial values generated using a quasi-random number generator
(Matlab, lhsdesign). This ensures that the basins of attraction of all
local minima are uniformly sampled resulting in the global minimum of
the cost function. The time at which 90% of the conversion toward the
equilibrium state is obtained (t-90) is determined by the time t at which
(CD0 − CD(t))/(CD0 − CDsteady state) = 0.90. In this equation,
CDsteady state represents the final CD-value, CD(t) the CD-value at time t,
and CD0 the initial CD-value in pure MCH corrected for dilution with
the chloroform phase (i.e., CD0 = CDMCH·(1 − f)). The kinetic model
describes the reversible assembly and disassembly of a supramolecular
polymer as a sequence of monomer association and dissociation
reactions. For each species with length i, the time-dependent
development of concentration is described via a differential equation.
To limit the amount of differential equations required to describe the
kinetics, it is assumed that for i > N, with N ≫ n (N = 100) [Xi+1] =
α[Xi], as introduced in ref 9. The resulting system of N + 2 differential
equations is solved in Matlab (ode15s solver).
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■ NOTE ADDED AFTER ASAP PUBLICATION
Due to a production error, this paper was published on the Web
on August 2, 2012, with minor text errors. The wavelengths used
for the CD study of 1, 2, and 3were clarified in the first paragraph
of section 4, and the expression forΔG0′ in ref 26 was corrected.
The corrected version was reposted on August 3, 2012.
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